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Training Phase: Decoding Phase: :
» Extraction of time-aligned frames * Extract 50 ms frames of neural data §04
— 50 ms of neural data » Find closest pair in model database $°
— 150 ms of acoustic data — Cosine similarity o 73
— Both use a 10 ms frameshift « Waveform generation erticipants
« Store pairs in model database — EXxtract acoustics from closest pair

 For each 10 ms shifted frame, decoding approach needs 6.565 ms for computing
— System Is able to calculate output acoustic signal in real-time
* First step towards synthesizing audible speech in real-time with a non-linear
decoding approach for closed-loop experiments.

— Hamming window for reweighting
— Concatenate with 50 ms overlap
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